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1. INTRODUCTION

In part I of this paper [8] we examined the variation of the zeros of an
analytic functionjwhenjis varied by a small function, under the assumptions
thatfis bounded in the region considered and bounded away from zero at one
point. No assumption was made regarding the multiplicities of the zeros off

In this part we study the behavior ofzeros of specified multiplicity. To fix the
ideas, we consider the Banach algebra R of all functions I, analytic and
bounded in the unit circle U: Izi < 1, with the norm

Ilfll = sup{lf(z)I:z E U}.

Suppose thatjE R, Ilfll,;;; 1 and thatfhas a zero of order n at O. What can we
say about the zeros ofg = j + 4>, where 4> E Rand 114>11 is small?

We may representjin the form

fez) = zn h(z)

where hER, Ilhlk 1, Ih(O) I = A >0. By Hurwitz' theorem we know that if 114>11 is
sufficiently small, then g has exactly n zeros near the origin. Our first concern is
to make this statement precise and quantitative. We prove

THEOREM 2. Under the above assumptions anI, ifll4>ll,;;; IS < OI:nCA), where

nn An+l (nA2
4 )

OI:n(A) = (n+ l)n+l 1+ n+ 1+ O(A) ,

then the number nCr, g) ojzeros ojg in Ur : Izi < r is equal to n,for

A2 A <r <AI A,

where Al and A2 are the roots oj the equation

in the interval 0 < A< 1.
As S~ 0 the numbers Al and A2 satisfy

Al = 1 - (1 - A2
) S+ 0(82

)
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While the proof follows classical lines, it is not usually observed that we can
specify a small circle in which there are n zeros and a fairly large circle in which
there are no other zeros.

For n = 1, we can obtain much more detailed information. If z(g) is the
(unique) smallest zero ofg, then z(g) is approximately -g(O)/f'(O), and we have
the error estimate

Iz(g) + J~6)1 < 12E
2/A3

•

Now the quantity L(g) = -g(O)/f'(O) = =~(O)/f'(O) is a linear functional on R,
and the estimate

z(g) - z(f) - L(g - 1) = O(llg - f11 2
)

shows that L = z'(f) is the Frechet derivative of z at! The Frechet differenti­
ability of z(g) means that z(g) is an analytic function on a certain domain of R.
Consequently, ifg depends analytically on one or more parameters, then z(g)
is an analytic function of these parameters.

By slight modifications of the argument, we obtain

COROLLARY Ie. The function z(f), the smallest zero off, is defined and
analytic in the domain ::D ofR defined by

::D: Ilfll < 1,

and its Frechet derivative is

'(f)(~) = _ ~(z(f))_.
z j'(z(f))

The problem of obtaining the higher variations, i.e., the higher Frechet
derivatives, of z(f) on ::D, turns out to be equivalent to that of finding the
classical Lagrange expansion (Whittaker-Watson [9], p. 132) of the smallest
zero of

z- Alj;(z) = 0

in powers ofA. We can also attain error estimates for the power series expansion
ofz( f + A~).

The approximation formula

g(z)
z(g) - z - g'(z) = H(z) = H(z,g)
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ifz is close to z(g), which is implied by the formula in the above corollary, is the
first step in Newton's method for functions of the class considered.

In the appendix we prove

THEOREM 6. Let E(A) be the set offE R such that f(O) = 0, and 11'(0)1 = A.
Let H(z) = H(z,f) and 0 < k < 1. Then IH(z)1 < klzlfor Izi < r(k), where

r(k) = A(a - l)/(a + 2k + 1)

and
a2 = «2k + 1)2 - A2)/(1 - A2).

This is the best possible, and is attained only by fez) =1"J(cz), lei = 1, where

(A-Z)l"J(z)=z -- .
l-Az

The iterates ofH converge to 0 in the circle Izi < r(I).

If H(x) is real and nonnegative on the interval 0 < x < A, then the iterates of
H converge on the interval 0 < x < A/(2 - Af, and this is also the best possible.
While r(1) is the radius of the largest circle in which H is a contraction for
f E E(A), we do not know whether this is the largest circle in which the iterates
ofH converge to zero. For references to the literature on Newton's method, see
Ostrowski [7].

In part I, we derived a criterion of the form

if lifll < l,JE R,

for the existence of a small zero off We also have the criteria

2If(0)llog(1/lf(0)1) < 11'(0)1

for the existence of a small zero, and

4If(0)1(1- If(0)l2)2 < 11'(0)1 2

for the existence and uniqueness of a small zero, expressed in terms of If(O)1
and If'(O)I. In the appendix, we give a criterion for the existence ofa small zero
in terms of the values of If(O) and If(zi)l, where Zi depends onf(O).

The simplest example is

COROLLARY 5a. lffE R, Ilfll < 1, IZll < If(O)I, and iff(z) #- 0 in the circle
Izi < IZil/to, where

to=I~-()(I/G+()(),

~ = 10gI1/f(Zl)l, ()( = 10gO/lf(0)!),
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where 1]exp(1 + 1]) = I, 1] > o.
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Thus iflogl I (zl)/I(O) I is greater than 2 or less than -21],fhas a small zero.
In particular, we may take Zl =/(0), and we obtain the criterion that if
1(1(0))/1(0) is too large or too small, then/has a small zero.

If n > I, then the n-tuple zero of/splits, in general, into n small zeros of g,
and these have an algebraic singularity at g = f However, we can represent g in
the form

g(z) = P(z, g) G(z, g),

where
P(z, g) = zn + Q(z,g),

Q is a polynomial ofdegree <n in z, and G is analytic in z and i= 0 in a neighbor­
hood of zero. Furthermore, P and G are analytic functions of g for Ilg - III
sufficiently small.

This is the essential content of the Weierstrass preparation theorem (see
Bochner-Martin [2], p. 183). We give a proofwhich yields explicit estimates for
the various quantities and domains involved. (A similar proof was given in the
thesis of Brown [3].)

Ifg = I + Ac/>, Q= Q(z, A),G = G(z, A),

then
QACz,O) = Sn_l(Z, c/>/h),

and
GACz, 0) = h(z) Riz, c/>/h),

where

and
Riz, F) = (F(z) - Sn_l(Z, F))/zn.

We obtain explicit estimates for

!Q(z, 1)- Q",(z,O)1

and
IG(z, I) -1- Giz,O)!

in terms of llc/>II.
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The Weierstrass theorem is a special case of a general theorem on Banach
algebras. We prove

THEOREM 4. IfM is a closed module in a Banach algebra B, and R(M) is the
set ofx E B such that every y E B has a unique representation in the form

y=qx+ r, qEB, rEM,

then R(M) is open. The solutions q = Sx(y) and r = Tiy) are bounded linear
transformations on B into Band M, respectively, and Sx and Tx are analytic
functions ofx in R(M). Specifically, the sphere II; - xii < l/IISxli is contained in
R(M).

In this sphere we can obtain the Frechet derivatives of Sx and Tx , and
estimates of the form

and

The Weierstrass theorem is the simple special case B = R, M = the set of
polynomials of degree <n, and x = zn. In this case, if y E R, then

and

In part III of this paper, we study the simultaneous variation of all the zeros
offE Rin a compact subset of U, under perturbation off

II. PERTURBATION OF SIMPLE ZEROS

Let fE R, Ilfll < 1, f(O) = 0, 1'(0) = a. If g E R, and Ilg-fll is sufficiently
small, theng has a unique zero z(g) near O. We wish to study z(g) in some detail.

Letf(z) = zh(z), where hER, Ilhll < 1, and h(O) = a, and let

u(z) = (h(z) - a)/(1 - ah(z)).

Since Ilull < 1, u(O) = 0, then, by Schwarz' lemma, lu(z)1 < 14 From

h = (u + a)/(1 + au),

we obtain for Izi < r < A = lal,
Ih(z) I ;;;. (A - r)/(1- Ar)
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11 (z)j > rCA - r)/(1 - Ar) = k(r).

Hence, by Rouch6's theorem, if0 < r < A and

Ilg - 111 < E < k(r),

theng has a unique zero z(g) in the circule Ur : Izi < r.
The function k(r) attains its maximum rx(A) in the interval (0, A) at

r = rCA) = (1- (1 - A2)1/2)/A

=~+ A3 + ... + 1·3· .... (2n-3) A2n-1 + ... (1)
2 8 2n n!

and
rx(A) = k(r(A)) = -1 + 2r(A)/A

A2 A4
=4+8+ ....

If0 < E < rx(A), then the equation

k(r) = E

has two roots in (U, A):

r2(E) = EI/2reo) < rl(E) = EI
/
2jr(0) < A,

where
0= 2EI/2/A(1 + E).

Consequently, if Ilg - 111 < E < rx(A), then g has a unique zero z(g) in the
circle Izl < rl(E), and

Iz(g)1 < r2(E).

The estimates

and
A 2/4 < rx(A) < A 2

,

are often sufficiently accurate. Thus, we have

and if E < A2/4, then g has no zeros in the annulus

Hence, we obtain
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THEOREM 1. IffE R, Ilfli < I, f(O) = 0, 11'(0)1 = A =F 0, and ifr(A), ct(A),
rl(E), and r2(E) are defined as above, thenfor g E R, and

Jig - fll < E < ct(A),

ghas a unique zero z(g) in the circle Izi < rj(E) and

Iz(g)1 < r2(E).

As E -)0- 0, we have

r2(E) ~ E/A, A - 'I(E) ~ E(1- A2)/A,

and as E -)0- ct(A), we have

limrl(E) = limr2(E) = rCA).

Let F(z) = g(z) - az - g(O), where a = f'(O) = b(O). If we apply the Schwarz
lemma to g(z) - fez) - g(O), we obtain

Ig(z) - fez) - g(O) I< 2Elzl·

Similarly, we have
Ih(z) - al < 21z l,

so that
F(z) = g(z) -fez) - g(O) + z(h(z) - a)

satisfies
W(z) I< 21z12 + 2Elzl·

If E< ct(A) and z = z(g), we have

laz + g(O)1< 21z1 2+ 2Elzi < 12E2/A2.

This yields

COROLLARY la. Under the hypotheses o.fTheorem 1,

Iz(g) +g(O)/f'(O)! < 12E2/A2
•

Therefore z(g) is Frechet differentiable atf, and

z'(f) (g) = -g(O)/f'(O).

If we apply this result to g(z) =f(z) - w, where w is a constant, we obtain

COROLLARY lb. For 0 < E< ct(A), the image of the circle Ur> r = r2(E), con­
tains the circle Uf' In particular, the circle Urx(A) is contained in the range off
The inverse function f- I is defined in Urx(A),

!f-l(w)! < rIClwl) < ':1 (I + 4~~1),
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It-I(W) - f~o)1 < 12IwI
2
/A

3
.

COROLLARY 1c.lffE R,j(O) = 0,1'(0) = 1, and Ilfll < M, then the range of!
contains the circle Uro r = 1/4M.

This is obtained by applying the previous corollary to F = f/M, and using
the estimate a(A) ;;;,. A2/4.

Corollary 1c is the main step in the classical proof of Bloch's theorem (see
Landau [6]). If we apply the same reasoning, using Theorem 1 instead of the
corollary, we obtain

COROLLARY 1d. If fE R,j'(O) = 1, then there is a constant c such that
! + ~ - c has a zero in Ufor all ~ E R such that II~II < 1/16.

1ffE R, IlfII < 1,1(0) = ao,j'(O) = OJ, thenf= ~(F), where

~(w)= ao~w ,
1+aow

FE R, IIFII < 1, F(O) = 0

and

F'(O) = 1 _a(~0)2

The above results, applied to F and to g = 00 +F, imply that if
41001 (1-laoI2)2 < lad 2, then / has a unique zero z(f) in the circle Uro
r = rl(lool, B), B= lad/(l -laoI2), and that

Iz(f) I <~ (1 + 410
01). (1)

B I B I

A weaker sufficient condition on fER, Ilfll < 1, for the existence of a small
zero with, however, a cruder estimate of Iz(f)1 is:

1f/(O)=E">O, II'(O)I=A, and 2dog(l/E) <A, thenfhas a zeroin Uro
where

r = 2E" log (1/E)/A = 2y(f).

This is obtained by applying Schwarz' lemma to

fl(Z) = logE" -logf(z)
log E+ log fez)

in the circle Uro where r = Iz(f)I.
The example fez) = ((z + 8)/(1 + 8))2, 0 < 8 < 1, shows that y(f) can be

arbitrarily small and II'(O)l2/lf(O)/ can be arbitrarily close to 4 for a function
with a small multiple zero. Therefore, no condition of the above type, on y(f),
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can insure the uniqueness ofz(f), and the constant 4 in the above results is the
best possible.

A complex valued function T(f) on R is said to be analytic atfo if it is defined
atfo and if there is a linear functional Lon R such that

IT(fo +~) - T(fo) - L(~)I = oil~l[)

for ~ E R, li~il --+ O. We call L = T'(fo) the Frechet derivative of T atfo­
The above results imply

COROLLARY Ie. The function z(f), the smallest zero off, is defined and
analytic in the domain ofR defined by

1): Ilfll < 1, 11'(0)12 > 4If(0)IO -If(0)12)2,

and its Fulchet derivative is

z'(f)(~) = _ ~(z(f)) .
1'(z(f))

To obtain the higher variations of z(f), we must study the smallest zero of
g = f + "A~ as a function of "A. If

and

fER, Ilfll< 1, 1'(0) = a# 0,

Z("A) = z(f+ "A~),

where ~ E R, then the nth Frechet derivative z(n)(f)(~) is given by

z(n)(f) (~) = z(n)(o)

and we have the power series expansion

<Xl

z(f+~) = 2: z(n)(f)(~)jn!.
o

But Z ("A) is the smallest zero of

z- "Aif1(z) = 0,

where if1 = -~jh. We arrive at the classical Lagrange expansion (see Whittaker­
Watson (9)). The Cauchy formula yields

Z("A) = '-~ Jz(l -_~if/(z))dz,
27Ti '{/ z - "Aif1(z)

where~is the circle Izi = r, andr2(e) < r < rl(e), e = 11~11, l"Ai < 1. On~wehave

Iif1(z)I< ejk(r),
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so that the most favorable choice of r is r = rCA), and then k(r) = oc(A). Since

z(1 - >"if/(z)) = z - >"ifi(z) + >"(ifi(z) - zifi'(z)),

we see that

Z(>")=2~.J ZU'(Z)dZ=-2~J u(z)dz,
'TTl C(/ 'TTl C(/

where u(z) = 10g(1 - >"ifi(z)/z), taking the determination such that
Iargu(z)I< 'TT/2 for z E~. We thus obtain

where

en = ~ J (ifi(z))n dz = ~ (Dn-l ifin)(O)
2mn C(/ z n!

and D = d/dz. This yields

z(n\1» = (-I)n(Dn-l(1>/h)n)(o).

The error

En = IZ(f+ 1» - i z(1<)(f)(1»/kl!
o !

can be estimated by

(2)

(3)

(4)

if oc = oc(A), 0 < E < oc(A).
We remark that by using the facts thatZ(>") is analytic and IZ(>..)I <; rCA) for

1,\1 < OC/E, and by applying Landau's theorem (see Landau [6], p. 26), we can
prove that

(5)

where

as n -»- 00.

Thus, we obtain

COROLLARY If. Iff E !), f(O) = 0, 1> E R, 111>11 <; E < oc = oc(A), then the nth
Frechet derivative ofz(f) is given by (2), and the error En in the approximation (3)
can be estimatedby (4) and (5).
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III. PERTURBATION OF MULTIPLE ZEROS

LetfER, Ilfll<l,f(z)=zR h(z), where hER, [lhll<1, h(O)=A>O, and
n > 1. Ifg E R, and II g - fll is small, then g has n zeros near O. We wish to study
these zeros in some detail.

As before, we have

If(z)1 > rR(a - r )/(1 - Ar) = kn(r)

for [zl < r < A. Hence, if

then g has exactly n zeros in the circle Ur •

Now, knCr) attains its maximum in (0, A) at

r = rR(A) = [b - (b2 - 4)l/21/2

fLA2 + 1 - [(1- A2)(1 - p} A2W/2

A(1 + fL)
n nA3

= n+l A +0+ 1)3 + ...,

where b = [n(1 + A2) + 1 - A2]/nA, fL = (n - l)/(n + 1). This radius riA) is,
thus, expressed as a power series in A with nonnegative coefficients, which
easily yields the estimates:

nA nA nA3 nA +A3
---<--+ <r(A)<---<A
n + 1 n + 1 (n + 1)3 n n + I .

The maximum

satisfies

If 0 < E < anCA), then the equation

kn(r) = E

has two roots 0 < pz < PI in the interval (G,A). If we set E = oAn+l, r = i\A, we
find that ,\ satisfies

0<1\<1.
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For small 0, we see that the two solutions 0< A2 < AI < 1 satisfy

and
AI = 1- (1- A2)0 + 0(02

).

A little computation shows that if 1] < 1/6, then

A2 < 1] (1 +C~A
2

) 1](1 + 61])) .

We obtain the result:

THEOREM 2. If fE R, Ilfll < 1, fez) = znh(z), where Ih(O)/ = A> 0, and if
g E R, Ilg -fll < E < ocn(A), then the number nCr, g) of zeros ofgin Ur satisfies
nCr, g) = nfor

A2A <r< AlA,

where AI and A2 are the roots of(6) in (0, 1).

We remark that while the above is the best possible condition on Jig - fll,
the behavior of g outside UA is not used in the above proof. If M(r,F) =
sup (IF(z)l: Izi < r) (so that IIFII = M(1, F)), then it suffices for the above
conclusion that

M(A,g - f) < E < ocnCA).

We can apply these remarks to obtain a generalization of Corollary Ie:

COROLLARY 2a. Iff E R, Ilfll < 1,

and

where

and Knis the constant in (5), then nCr, f) = nfor

AzeE/Kn')A < r < A2(E/Kn')A.

For we have
fez) = Sn_l(Z) + Zn h(z),
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where hER, h(O) = an> and Ilhll = 111- sn-lll «; Kn'. Hence theorem 2 applies to
g=ljKn'.

For n = 2, we have ocn(A) > 4A3j9, and Kz' = 9j4, which leads us to the
condition

e= laol + 4jad lazij9 < (4Iazlj9)3 = A3

for/to have two small zeros. If 0 = 4ej9A3, then the two zeros are in Izi < A2A,
and there ale no other zeros in Izi < AI A, where 0 < A2 < AJ are the roots in
(0,1) of the equation

Since the nth-order zero ofI = zn h splits, in general, into n zeros of g when
II g -III is small, z(g) has a branch point at g = f, and this algebraic singularity is
rather complicated. If ZJ, "', Zn are the small zeros of g, then

n

P(z,g) = II (z - Zk) = zn + Q(z), deg Q < n,
1

is an analytic function ofg. We have the representation

g=PG,

where G E Rand G(z) =I 0 in a neighborhood of 0 containing ZJ, ..., Zn' This is
essentially the Weierstrass preparation theorem.

If1= znh, h(O) =I 0, then we can easily reduce the study of the representation
of g =I + ep, Ilepll small, in the form PG, to the special case h == 1. We shall,
therefore, first analyze the problem:

For ep E R, lIepll «; e, find a polynomial P = zn + Q, deg Q < n, and a function
G, such that G, IjG E R, and

We wish to obtain control over the dependence ofP and G on ep.
Ofcourse, if Ilepll «; e < 1, then we see, by Roche's theorem, that n(r,g) = n for

E
l /n < r «; 1. We have the formula

log(p(z)jzn) = 10g(1 + Q(z)jzn)

= A(z,g) = 2~i fce ~~110g (l-~) d~,

where %' is the circle I~I = r, el!n < r < 1, and Izi > r. This shows that A, and
P = znexpA, are analytic in the sphere Ilg - znll < 1 in R.

We can put the formula for A in another form which may be useful for some
purposes. Let g(z, A) = zn + Aep(z), where Ilepll «; e < 1, and IAI «; 1, and let

if;(z, A) = log(g(z, >")jzn).
19
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Then,p is analytic in,\ and z for IAI ,,;;; I, Ell" < Izl < I, and

gz(z, A) = '! ,1. ( ')

( ') + '/'z Z, 1\ •g Z,I\ Z

Therefore

where

and

Of course

(1)

k! ck(z) = (:Ar A(z, z" + 1»1,,=0 = A(k)(Z, zn)(1))

is the kth Frechet derivative (kth variation) of A at the point z" in R. In par­
ticular, we have the first variation ofP:

P(1)(z, zn)(1)) = Q(1)(z, zn)(1)) = z" A(1)(z, zn)(1))

= Sn_I(Z, 1»,
and the estimate

Izl ,,;;; 1, (2)

for a certain constant B.
While we can obtain an estimate for B directly from the formula for A,

another approach is also quite instructive. Since we have

n

P(z) = II (z - Zk),
I

then for Izi = I,
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and therefore
IG(Z)-II = IP(z)/g(z)I<: 21t/(1 - e).

Since G(Z)-I E R, this inequality also holds for Izi < 1, i.e., IIG- I II <: 21t/(1- e).
Let H(z) = 1/G(z) = 1 + HI(z). Then the equation

P = zit + Q = (zit + rp) H

implies

or

Hence, by Landau's theorem, we obtain

Moreover, if we define the operator T 2 by

T2(~akzk) = ~ akzk-n
,

then we have
(3)

But for IIfll <: 1, we have

I(Td)(z) I<: l(f(z) - Sit-I (z»/zn I<: Kn',

i.e., ttT2 !1 <: K/. Hence we infer that

and therefore
IQ - Sn_I(Z, rp)1 = ISn-I(Z, HI rp)j

<: Kn- I K2' 21t e2/(1 - E).

This yields (2), with
B = Kn- I Kn' 2nl(1 - E).

Higher order approximations can be obtained by solving

HI = -T,rp - T 2(rpHI)

(4)

by iteration, and substituting the results in (3).
Since P is a perturbation ofPo = zn +Sn_I(Z,rp) of the order of 0(102), we see,

by the results of this and the preceding section, that ifzo is a zero or order m of
Po, then P has m zeros in a circle ofradius O(E2/m) about zo.

We may summarize these results as follows:
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THEOREM 3. If cp E R, Ilcpll < e < 1, and g = zn + cp, then n(r,g) = n for
el/n< r < 1, and there is a polynomial Q = Q(z,g), deg Q < n, and a function
G = G(z,g) such that

g = (zn +Q) G in U,

G, l/G ER.
The functionP = zn + Q = zn exp A is analytic ing in the sphere Ilcpll < 1in R,

and so is G. The function A = A(z,g) is given by the formula (1) (with A= 1).
The first variation ofPis Sn_I(Z,cp), and the error is estimated by (2) and (4).

The function G satisfies

(1- e)/2n< IG(z)I< (1 + e)/(l - el/n)n,

111 - l/GII < Kn' 2ne/(l - e),

and

More generally, if fE R, Ilfll < 1, and f(z) = znh(z), where hER, Ih(O)1 =

A > 0, and cp E R, Ilcpll < e, then, for g = f + cp, we have

g(rz)/rn= h(rz)(zn + CPI(Z»,

where
CPI(Z) = cp(rz)/rnh(rz).

If 0 < r < A, then CPI E R, and

IlcpIiI < e(1- Ar)/rn(A - r) = e/kir),

so that the most favorable choice of r is rn(A), and then Ilcp,11 < e/rxn(A).
Therefore, if e < rxn(A), we have the factorization

g(rz)/rn
= (zn + QI) GI>

where Q, is a polynomial of degree < n, and GI> l/G, E R. Hence we have

g(z) = (zn + rnQI(z/r» G1(z/r) = (zn + Q(z» G(z),

where Q is a polynomial of degree < n, and G and l/G are bounded and
analytic in Ur> r = riA). Furthermore, Q andG are analytic functions of gin
the sphere !Ig - fll < rxiA) of R. Thus, ifg depends analytically on some para­
meters, then Q and G will be analytic functions of these parameters.

In particular, we obtain the classical case of the Weierstrass preparation
theorem:

COROLLARY 3a. ifFis analytic on U x U, IIFI! < 1, and F(z, 0) =znh(z), where
hER, Ih(O)1 = A> 0, then there exist Q = Q(z, t) and G = G(z, t) such that Q is
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a polynomial of degree <n in z, and Q, G, and I/G are analytic in It 1< IXn(A)/2,
and Izi < riA),

F(z, t) = (zn + Q(z, t)) G(z, t).

Furthermore, ifFt(z, 0) =fl(z), then we have,

and
GtCz, 0) = h(z)(r2Udh))(z).

Of course, we can easily give bounds on Q, G, and I/G in the bicylinder
Ur x U., r = rn(A), S = IXn(A)/2.

One ofthe main values ofthe above results concerning the analyticity of Q and
G, and giving bounds on them,is that they are uniform in the sphere Ilpll < € and
do not depend on any more detailed information regarding p. If~k is the ideal
in R generated by zk, i.e., the set of pER which have a zero of multiplicity ;;pk
at 0, then for pE ~k - ~k+" we can obtain another proof of theorem 3 and
another representation ofP and G, by using the approach of Corollary If.

Let us assume, for the sake of simplicity, that h == 1. (We have seen how to
reduce the general case to this special case.) If pE ~k - ~k-" then p can be
represented in the form p= _Zk ifJ'-k, and this representation is unique, if we
restrict arg if;(0) in an obvious way. Since the case k;;p n is trivial, we may
assume that k < n.

Then we have, setting ,\ = fJ-n-k,

n-k

= Zk II (z - wi fJ-if;(z)),
I

where
w = exp(27Ti/(n - k)).

But the equation
z - tif;(z) = °

has a unique solution z = W) such that ~(O) = 0 and ~ is analytic for
It I< 1/11if;11. If

then D is analytic in the bicylinder U x U and

in the bicylinder Ur x U.
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Then we have

where
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z - tifi(z) = z - W) + t(ifiG(t)) - ifi(z))

= K(z, t)(z - W)),

K(z, t) = 1 - tD(z, ifi(t)).

We see that K is analytic in U x U if Ilifill < I and

IK(z,t)-ll ~2sl(l-r) for Izi ~r,

This yields the representation

g(z, A) = zn + Ac/> = PG,

where
n-k

P(z, A) = Zk II (z - {(wi 1-'))
1

and
n-k

G(z, A) = II K(z, wi p,).
1

ItI ~S.

We can obtain bounds on P and G for Izi < 1and IAI < 1/11c/>11, and on 1/G for
lzl + 211-'1 ~ c < 1.

Since equations of the type defining { are easy to handle, this representation
may be useful when detailed information regarding c/> is available.

IV. GENERALIZATION OF THE WEIERSTRASS PREPARATION THEOREM

The following considerations give, perhaps, a better insight into the meaning
of this theorem. In the formulation of Theorem 3, we are given a small c/> in R,
and we seek a function q E R and a polynomial Qofdegree <n such that

This is a special case of the representation ofany FER in the form

F= (zn+ c/»q+p, qER, degp < n. (5)

The general case follows from the special case on division of F by the poly­
nomial P = zn + Q.

On the other hand, when c/> = 0, the equation (5) has the unique solution

p = T1 F= Sn_l(Z, F).
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The Weierstrass theorem says that (5) retains this property of solvability under
the perturbation r/>, and that q and p are analytic functions of rp.

The set .9{,-1 of polynomials ofdegree<n is a closedmodule in the algebra R.
We are thus led to examine the general problem ofa Banach algebra B and a

closed module Me B. The element x E B is said to be M-regular, if every
element y E B has a unique representation in the form

y=qx+ r, qER, rEM. (6)

If M is the zero module {O}, then x is M-regular if and only if x has an inverse.
A classical theorem (see, e.g. Gelfand, Raikov, and Shilov, [4], p. 20) states that
the set of invertible elements is open and that X-I is analytic on this set. We
shall prove that the set of M-regular elements is open, and that q and rare
analytic functions of x, for a general M. The special case B = R, M = .9{,- r,
x = Xn= zn, is essentially Theorem 3.

If X is M-regular, consider the Banach space B x M, with the norm

II(q,r)11 = Ilqll + Ilrll,

and the linear transformation
L(q, r) = qx + r.

This is continuous, and transforms B x M one-to-one onto B. Hence, by
Banach [1], p. 41, L has a continuous inverse

Let t = x + r/>, where Ilr/>II is small. We wish to solve the equation

y= Qt+R.

This equation is equivalent to

y- Qr/>= Qx+R,

or
Q = Sx(y - Qr/» = q - SiQr/»,

and

The linear transformation V(Q) = Sx(Qrp) is a contraction if

II VII < s(x)IIr/>11 = k < 1.

Hence, if Ilr/>II < Ifs(x), then there is a unique solution for Q:
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and, therefore, also a unique solution for R:

We have the bounds

IIQII <; Ilqll/(1 - k) <; s(x)llyll/(1 - k),

and
IIRII <; t(x)llyll/(1 - k).

These estimates imply that

IIQ - qll <; ks(x)llyll/(1- k),

IIR - r II <; kt(x)IIYII/(1 - k),

II Q - q + Siq4» II <; P s(x)llyll/(1 - k),

and
IIR - r + Tiq4»11 <; k 2 t(x)IIYII/(1 - k),

The first two inequalities assert the continuity of Sand T:

liSt - Sxll <; ks(x)/(l - k), k = s(x)llg - xii,

and
IITt - Txll <; kt(x)/(1 - k),

(7)

while the last two assert that Sand Tare Frechet differentiable at x. Let Wand
Q be the linear transformations on B into B1 = BB, the space of bounded
linear transformations on B to itself, defined by

W(4))(y) = -SiSiy) 4»,

Q(4))(y) = -TiSiy)4»·

Then the Frechet derivatives ofSand Tare Wand Q, respectively, and

liSt - Sx - W(g - x)11 <; k 1 s(x)31Ig - x11 2,

IITt - Tx - Q(g - x)11 <; k 1 S(X)2 t(x)llg - x11 2
,

(8)

(9)

where
k 1 = 1/(1- k), k = s(x)lIg - xii < 1.

We can summarize our results as follows:

THEOREM 4. IfM is a closedmodule in a Banach algebra B, then the set R(M) of
M-regular elements is open. If x E R(M), then the solutions q = Siy) and
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r = Tx(Y) of(6) determine bounded linear transformations Sx and Tx; on B into B
and M, respectively. The sphere

Ilg - xii < 1/IISxll

is contained in R(M). If k = s(x)llg - xii < 1, sex) = IISxll, then Sand Tare
continuous functions of x (inequalities (7)), and are, in fact, analytic on R(M).
Their Frechet derivatives are Wand D, given by formulas (8). The errors in
approximating Sg - Sx and Tg - Tx by their first variations are estimated in
inequalities (9).

APPENDIX

V. SOME OTHER CRITERIA FOR LoCATION OF A ZERO

Here we return to the question of detecting a zero of a function fEE,
Ilfll < 1, by means of the values offat a few points. In Part Iofthis paper we
showed that iff(zi) is not too small, andf(z2) is very small, where Zi and Z2 are
given in U, thenfhas a zero near Z2' In section II ofthe present part, we showed
that iff(zi) is sufficiently small in comparison tof'(zi)(which is obtained from
the values offat two "infinitely near" points), then there is a zero offnear Zi'

In these criteria we use the values offat two points chosen in advance. In the
present section, we give criteria for the existence of a zero near Zi in terms of
the values off(zi) andf(z2)' where the location of Z2 depends on the value of
f(zi)' Crudely speaking, if IZ2 - zd < Clf(Zi)l, and If(Z2)!.f(Zi) I is too large
or too small, thenfhas a zero near Zi' For example, if If(f(O))!.f(O) Iis greater
than e2 or less than exp (-27]), where

log 7] + 7] + I = 0, 0<7]<1,

thenfhas a zero near O.
Suppose the fE R, Ilfll < 1, and If(O)1 = e-"'. Iff=I 0 in Un and Izi = ro,

If(z)1 = e- s, then, by Harnack's inequality, we have

r - ro r r + ro
~-iX< .,,<-- iX,
r + ro r - ro

or

where
(10)

Hence, if ro < to, we infer thatfhas a zero in U, and obtain the non-trivial
bound ro/tofor the smallest zero.
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The condition ro < to is equivalent to

minWoc, oc/~) < (1 - ro)/(1 + ro).

This form of the condition is useful if we are given in advance ro = Izl, where z
is the second point wheref is computed. We are interested here in the situation
where ro depends on oc, i.e., we computef(O) and, depending on its value, we
choose the point z at which we computef In this case, it is more convenient to
put the criterion in the form

or

For example, let ro = clf(O)jk = cexp(-koc), where c> 0, k> O. Then we
have

2ro oc/(l + ro) = 2c/kh(y),

where
hey) = (eY + c)/y, y = koc.

The minimum of hey) for y > 0 is attained at 1 + TJ, where

TJexp(TJ + 1) = c, (11)

the minimum being c/TJ. Therefore, we shall have ro < to, if ~ - oc > 2TJ/k.
Similarly, we find that if 0 < c <; 1, then the maximum of 2ro oc/(1 - ro) is

2yfk, where y is the solution ofthe equation

We have thus proved

yexp(1- "I) = c. (12)

THEOREM 5. Iff E U, 11/11 <; 1, 1/(0)1 = e-et., IZII <; c I/(O)lk = cexp(-koc),
c > 0, k> 0, and I/(zl)1 = e- s,and iff(z) # 0 in the circle Izi < IZII/to, where to
is given by (10), then

oc - ~ <; 2TJ(c)fk,

where TJ(c) is the solution of(11), and if0 < c <; 1, then

~ - oc <; 2y(c)/k,

where y(c) is the solution of(12).

If we take c = 1, k = 1, then we obtain

COROLLARY 5a. If fE R, 11/11 <; 1, Izd <; 1/(0)1, and if I(z) # 0 in Izi <
Izdfto, then
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VI. NEWTON'S METHOD

Corollary la, applied to g(z) = ao +fez) = ao + zh(z), g'(O) = a, = h(O),
states that if laol < llhll ac(lad/llhl!), theng has a unique small zero z(g), and that

I z(g) + :'~~) I~ 12!ao!21Ihll/la,l·

We recognize the approximation formula

z(g) ~ -g(O)/g'(O) = H(O)

as the first step in Newton's method:

z(g) ~ H(z) = z - g(Z)/g'(Z),

That is, our corollary gives us a criterion for the existence of a unique small zero
z(g), and an estimate for the error Iz(g) - H(O)! in the first step of Newton's
method.

This raises the question of the behavior of the iterates of n, and of the
domain of convergence of Newton's method. Of course, there is a vast liter~

ature on this subject (see Ostrowski [7]).
We wish to discuss here the domain of attraction of H around a fixed point,

which is, ofcourse, a zero ofg.
More precisely, givenfE R, Ilfll ~ 1,j(0) = 0, 11'(0)[ = A> 0, we wish to

determine an r ~ 1 such that for Izl ~ r,

H(z) = z - f(z)/I'(z)

satisfies IH(z) I~ Izl, and, more generally, for 0 < k ~ 1, to find r(k) such that
IH(z)1 ~ klzl in the circle Izi ~ r(k).

We may, without loss of generality, assume that 1'(0) = A. Thenf can be
represented in the form

fez) = z~(v) = zh(z),

where
~(z) = (A - z)/(l - Az),

and v E R, Ilvll ~ 1, v(O) = O. We find that

H(z)/z = u/(l + u),

where u(z) = zh'(z)/h(z).
We wish to determine the domain ofvariation ofu(z) for afixedz, !z! = r<A,

as v ranges over the set E:

VER, Ilvll ~ 1, v(O) = O.

Now, we have
u = z~'(v)v'N(v) = -(1 - A 2)zv'f1;(v),
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where
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if;(v) = (A - v)(1 - Av).

But it is known (see Heins [5], p. 84) that

Iv'(z) I< (1- Iv(zW)j(1 - r2),

and that for given z and v(z), v'(z) can take on any value in this circle. Hence,
given z and v(z), u(z) can take on any value in the circle

lu(z)1 < (1 - A2)r(1-lv(z)12)jif;(lv(z)j)(I- r2).

We have

d (( 2A)2 (1 -A2)2)if;(X)2 dx ((1 - x2)jif;(x)) = (1 + A2) X - 1 + A2 + 1 + A2 > 0,

so that (1 - r)N(x) is increasing. But, by Schwarz' lemma, Iv(z)1 < r, and
v(z) can take on any value in Ur • Consequently, we have

ju(z)1 < (1 - A2) rN(r) = -r4>'(r)jep(r) = U(r)

for Izl <r<A.
This inequality is the best possible, and the equality is attained for v(z) =

cz, lei = 1,
fez) = zep(cz) = 'fj(cz)jc,

where 'f!f(z) = zep(z). If
~(z) = z - 'fj(z)j'fj'(z)

is the "Newton function" corresponding to 'fj, then we can express this result in
the form:

IH(z)j(z - H(z))1 < INr)j(r - ~(r))1

Hence, if U(r) < 1, then

for Izi <r<A.

IH(z)jzl < 1~(r)ljr,

and this is true for r < ro = Aj(1 + (1 - A2Y/2). Since ~ has a pole at ro, there­
fore for the class of functions considered, there is no uniform bound for H in
any circle U" r;> ro.

We find that for 0 < k < 1, r(k) is the root of the equation

U(r) = kj(k + 1) or ~(r) = -kr, (13)

and we obtain

where

We thus have

r(k) = A(u -l)j(u + 2k + 1), (14)
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THEOREM 6. Let E(A) be the set offE E, such that j(O) = 0 and 11'(0)1 = A.
For fE E(A), let

H(z) = z - f(z)jl'(z) = H(z, j).

Thenfor Izi < r < ro = Aj(1 + (1 - A2)1/2), we have

max IH(z)1 = 1~(r)l,
fEE (A)

where ~(z) = Nz, m, g.(z) = z(A - z)j(1 - Az). For Izl;;;" ro, H(z, f) is un­
boundedjor fE E(A). For 0 < k <; 1, IH(z,f)! <klzlfor Izl< r(k), where r(k)
isgiven by (13), (14), and this is the bestpossible. Hence, the iterates ofH converge
to zero for Izi < r(I).

For ro > r> rl = Aj(1 + (1 + A)(1 - A)1/2), we have 1~(r)1 > 1; hence there
are j's in E(A) such that for given z, Izi = r > rj, IH(z)1 > 1, so that H2(z) =

H(H(z)) may be undefined. For r(1) < Izi < rio our theorem does not tell us
anything about the convergence of Hn(z).

Forf= g., H =~, if we set

fL(z) = (1- A2)zj(A - z),

then we have

and therefore
fL(~nCz)) = _fL(Z)2n

•

Hence ~nCz) ~ 0 in the region IfL(z) 1 < 1, and ~nCA) ~ A in the circle
!p.(z)! > 1. In general, for Ip.(z)! = 1, ~nCz) diverges.

The region Ip.(z)I< 1 is the exterior of the circle with diametral points at
Aj(2 - A2) and IjA. The circle Izi < Aj(2 - A2) is the largest circle with center
at the origin contained in this region. Therefore ~n(z) converges in this circle
which is larger than Izi < r(1).

We note that if Izi < r, U(r) = A, then H(z)jz lies in the image ofthe circle Uil

under the mapping
w=uj(1 +u).

This is the interior of the circle with diametral points at Aj(l + A) and -Aj(1- A)
for A< 1, the exterior of this circle for A> 1, and the half-plane 9t(w) < 1/2 for
A= 1.

We can obtain, more generally, an estimate for

H(z) u(z)
Az-H(z) A+(A-l)u(z)

if A> 1. For then we have

IH(z)j(Az - H(z))1 < U(r)/(A - (A -1) U(r))
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if U(r) < ).j(A - I). But the right-hand side is easily expressible in terms of~,

and we infer that
IH(z)j(AZ - H(z))j < 1~(r)j(Ar - ~(r))I,

under the condition U(r) < ).j(A - I). If we set A= Ajr, and observe that
U(r) < Aj(A - r) for r < A, we conclude that

I
rH(z) I I ~(r) I p,(r)2

Az-rH(z) < A -~(r) = I-A2'

We have in particular,

for 0 < r < A.

IfJis such that H(r) is real and non-negative for 0 <: r < A, then we see that

p,(Hir )) < p,(r )2
n

and therefore Hn(r) --+ 0 if p,(r) < I, i.e., r < Aj(2 - A2).
Thus, under these additional assumptions, Newton's method converges on

the same interval [0, Aj(2 - A2)) as it does for the special function /J' and this
result cannot be improved. It would be desirable to clear up the question of the
behavior of Hn(z) in the annulus r(1) < Izl < r 1, for generalJE E(A).
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